We propose a robust stereo matching algorithm for images captured under varying radiometric conditions, such as exposure and lighting variations, based on the cumulative distributions of gradients. The gradient operator extracts local changes in pixel values, which are less sensitive to radiometric variations than the original pixel values. Moreover, the cumulative distribution function (CDF) of gradient vectors reflects the ranks of edge strength levels, and corresponding pixels in stereo images tend to have similar ranks regardless of radiometric conditions. Therefore, we design the matching cost function based on the dissimilarity of gradient CDF values. However, since multiple pixels in an image may have the same gradient CDF value, we further constrain the correspondence matching by checking the dissimilarity of gradient orientations. Finally, to estimate an accurate disparity at each pixel, we adaptively aggregate matching costs using the color similarity and the geometric proximity of neighboring pixels. Experimental results demonstrate that the proposed algorithm provides more accurate disparities than conventional algorithms, especially under varying lighting conditions.
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1. INTRODUCTION

Recently, there has been an increasing demand for realistic multimedia applications such as three-dimensional (3-D) video. Depth maps are used to describe 3-D scenes, which are often obtained from pairs of images through stereo matching. A typical stereo matching algorithm estimates the disparity between corresponding pixels in stereo images, based on the assumption that the corresponding pixels should have similar colors [1]. However, when two images are captured under varying radiometric conditions, such as exposure and lighting, they may exhibit different color characteristics and hence conventional stereo matching algorithms cannot provide accurate disparity maps in general [2]. Figs. 1(a) and (b) show the stereo pair of ‘Aloe’ images with different exposure conditions, which result in a noisy disparity map in Fig. 1(c).

Several approaches have been proposed to alleviate the effects of radiometric variations for robust stereo matching. First, as a preprocessing step of stereo matching, illumination changes can be compensated by normalizing or transforming color values [3, 4, 5]. The comprehensive color normalization [3] iteratively normalizes colors to remove the effects of global illumination and the dependency on scene geometry. The grey-edge algorithm [4] employs the average color of edge differences for the color normalization. The adaptive color transform [5] finds pseudo-corresponding pixels based on the rank matching and then transforms the color of each pixel to be consistent with that of the corresponding pixel. Second, color invariant matching costs can be employed [6, 7]. The normalized cross correlation [6] compensates for the gain and the bias in color values between stereo images. The adaptive normalized cross correlation [7] is also used, which combines the idea of the comprehensive color normalization with that of the normalized cross correlation. However, although these algorithms compensate for global exposure differences effectively, they still suffer from local radiometric changes such as lighting variations.

In this work, we propose a robust stereo matching algorithm under varying radiometric conditions, which exploits the cumulative distributions of gradients. A gradient, which represents the difference of a pixel value from its neighboring pixel values, can extract an edge feature reliably regardless of radiometric variations. Moreover, the cumulative distribution function (CDF) of gradients describes the ranks of those gradients. Note that the ranks are more robust against radiometric variations than the gradients themselves. Therefore, we
design a robust matching cost function based on the CDF of gradients. Also, we incorporate gradient orientations into the cost function to avoid the ambiguity of stereo matching when multiple pixels have the same gradient rank. Experimental results demonstrate that the proposed algorithm improves the accuracy of a disparity map, regardless of radiometric variations [5]. To extend this idea, we obtain the CDFs of gradient vectors in left and right images, respectively, and take the difference of the CDF values of two pixels as the matching cost for the stereo matching.

Furthermore, notice that the cumulative histogram of pixel values represents the ranks (or orders) of the pixel values, and the ranks of corresponding pixels in stereo images are similar to each other, regardless of radiometric variations [5]. To extend this idea, we obtain the CDF values of corresponding pixels, whereas they have different distributions. In other words, Fig. 3(a) exhibits quite similar characteristics to Fig. 3(d), although Fig. 3(a) has a different exposure level than Fig. 3(b). Therefore, we employ the gradient operator to generate reliable features for stereo matching.

Let $R$, $G$ and $B$ denote the random variables that represent the gradient magnitudes for red, green and blue color components, respectively. Then, the joint CDF $H_{R,G,B}(r, g, b)$ of the gradient vector $(r, g, b)$ is given by

$$H_{R,G,B}(r, g, b) = \sum_{i=0}^{r} \sum_{j=0}^{g} \sum_{k=0}^{b} h_{R,G,B}(i, j, k),$$

where $h_{R,G,B}(i, j, k)$ represents the joint probability mass function of gradient magnitudes. Assuming that the three color components are independent of one another [8, 5], we set

$$h_{R,G,B}(r, g, b) = h_R(r)h_G(g)h_B(b)$$

where $h_R(r)$, $h_G(g)$, and $h_B(b)$ denote the marginal probability mass functions of the three components.

Figs. 3(b) and (e) illustrate the CDF maps that correspond to the gradient maps in Figs. 3(a) and (d), respectively. These CDF maps are scaled to the range of $[0, 255]$. Notice that the gradient CDF $H_{R,G,B}(r, g, b)$ represents the rank of the gradient vector $(r, g, b)$. Thus, edge regions have larger gradient CDF values than textureless regions. Also, the gradient CDF values of corresponding pixels in stereo images tend to be similar, regardless of radiometric variations. Figs. 4(a) and (b) compare the distributions of the gradient CDF values in Figs. 3(b) and (e). Note that the stereo images yield similar distributions of the CDF values, whereas they have different distributions of the original color values in Figs. 2(a) and (b).

Let $M_0(p)$ and $M_1(p)$ denote the gradient CDF values of pixel $p$ in the left and the right images, respectively. Based on the above observations, we design the gradient CDF cost $D_M(p, d)$ for stereo matching, which is given by

$$D_M(p, d) = |M_0(p) - M_1(p - d)|.$$
where \( d \) is the disparity between pixel \( p \) in the left image and pixel \((p - d)\) in the right image.

### 2.2. Gradient Orientation

Multiple pixels in an image may have the same gradient CDF value. This causes the ambiguity in finding matching pixels. To overcome this problem, we additionally use the gradient orientation to design the matching cost. Let \( \theta_{R}(p) \), \( \theta_{C}(p) \), and \( \theta_{H}(p) \) denote the gradient orientations of the red, green, and blue color components at pixel \( p \) in the left image, and \( \theta_{R}(p) \), \( \theta_{C}(p) \), and \( \theta_{H}(p) \) in the right image, respectively. Figs. 3(c) and (f) render the gradient orientation maps for the red, green, and blue color components together, where the angle of each gradient orientation in \([0, 2\pi)\) is linearly scaled to the range of pixel values \([0, 255]\). It is observed that corresponding pixels tend to exhibit similar gradient orientations.

Hence we compute the dissimilarity measure of the gradient orientations for the red color component as

\[
\Theta_{R}(p, d) = 1 - \cos(\theta_{R}(p) - \theta_{R}(p - d)).
\]

The dissimilarity measures \( \Theta_{C}(p, d) \) and \( \Theta_{H}(p, d) \) for the green and the blue color components are defined similarly. Then, we define the gradient orientation cost \( D_{O}(p, d) \) as

\[
D_{O}(p, d) = \Theta_{R}(p, d) + \Theta_{C}(p, d) + \Theta_{H}(p, d).
\]

### 2.3. Matching Cost Aggregation

We define the overall matching cost \( D(p, d) \) by combining the gradient CDF cost and the orientation cost together, which is given by

\[
D(p, d) = \min \{ D_{M}(p, d) + \zeta D_{O}(p, d), \tau \}
\]

where \( \zeta \) is a weighting parameter and \( \tau \) is a truncation value. Note that stereo matching is an ill-posed problem due to the inherent ambiguities in noisy and textureless regions. To overcome these ambiguities, we aggregate matching costs based on the adaptive weight scheme in [9]. We first compute the color similarity \( s(p, q) \) between pixel \( p \) and its neighboring pixel \( q \). Also, we obtain the geometric proximity \( e(p, q) \) based on the Euclidean distance between \( p \) and \( q \). Then, the adaptive weight \( w(p, q) \) is defined as

\[
w(p, q) = \exp \left( -\left( \frac{s(p, q)}{\alpha} + \frac{e(p, q)}{\beta} \right) \right),
\]

where \( \alpha \) and \( \beta \) are user-controllable parameters. The aggregated matching cost is then given by

\[
D(p, d) = \frac{\sum_{q \in Q} w(p, q) w(p', q') D(q, d)}{\sum_{q \in Q} w(p, q) w(p', q')}
\]

where \( Q \) denotes the supporting window for the cost aggregation, \( p' = p - d \), and \( q' = q - d \). Finally, we determine the optimal disparity \( d(p) \) for each pixel \( p \) by

\[
d(p) = \arg \min_{d} D(p, d).
\]

### 3. Experimental Results

We evaluate the performance of the disparity map estimation on the Middlebury stereo datasets [6]: ‘Aloe’ and ‘Baby3,’ which are captured under three different exposure conditions, indexed as 0, 1, and 2, and three different lighting conditions, indexed as 1, 2 and 3. The ‘Aloe’ and ‘Baby3’ datasets have the spatial resolutions of 427 \( \times \) 370 and 437 \( \times \) 370, respectively. Each dataset contains multiple views, from which two views are selected: view 1 as the left view and view 5 as the right view. In all experiments, the weighting parameter \( \zeta \) and the truncation value \( \tau \) in (6) are fixed to 0.033 and 20, and the user-controllable parameters \( \alpha \) and \( \beta \) in (7) are fixed to 5 and 9.5, respectively. The size of the support window \( Q \) in (8) is set to 19 \( \times \) 19.

We compare the resulting disparity maps of the proposed algorithm with those of the conventional algorithms: the sum of absolute differences (SAD) [1], the adaptive normalized cross correlation (ANCC) [7], and the adaptive color transform (ACT) [5]. The adaptive weight scheme [9] is employed in all the conventional algorithms as well for a fair comparison. Note that ACT is used as a preprocessing step of the stereo matching to alleviate the effect of varying radiometric conditions, whereas ANCC and the proposed algorithm modify the matching costs directly.

Fig. 5 shows the stereo matching results under the varying exposure conditions: exposure levels 0 for the left image and 2 for the right image. This simulates a global change of brightness. SAD yields the worst performance. ANCC yields better performance than SAD, but it still provides low quality disparity maps due to the different exposure levels. Both ACT and the proposed algorithm compensate for the exposure variations effectively and provide comparable disparity maps. In case of ‘Aloe,’ ACT yields a slightly better performance than the proposed algorithm. However, it is noted that ACT demands significantly higher complexity than the proposed algorithm, since it uses the computationally heavy graph-cut optimization. On the contrary, the proposed algorithm employs the simple
Fig. 7. Comparison of the RMS errors of the disparity maps under different exposure conditions: (a) ‘Aloe’ and (b) ‘Baby3.’

4. CONCLUSIONS

We proposed a robust stereo matching algorithm under varying radiometric conditions, based on the CDFs of gradient vectors. We designed the matching cost that measured the dissimilarity of the gradient CDF values between matching pixels. Moreover, we further improved the matching accuracy by employing the gradient orientation data. The matching costs were then aggregated based on the color similarity and the geometric proximity among neighboring pixels, and the disparity of each pixel was estimated by the winner-takes-all approach. Experimental results demonstrated that the proposed algorithm reliably estimated disparity maps from stereo images, which were captured under different exposure or lighting conditions.
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